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IntroductionI

Natural audio paired with the visual signal

What is Audio-Visual Learning?

3

Descriptive narration for the visual signal
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PlacesAudio

Speech ? Audio ?

4VGGSound
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Visually grounded speech(VGS)
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Visually grounded speech
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Difficulties

7Challenges in Creating or Collecting Large-Scale Datasets extremely difficult

Collecting high quality spoken sentense-visual pair is difficult.
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Motivation

8

"Our goal is to distill the knowledge from the CLIP model
into the Visually Grounded Speech (VGS) system
to improve its retrieval score."

“Apply knowledge transfer from CLIP to VGS”

We will use CLIP for 
similar sample mining.

Large dataset

CLIP VGStransfer

Small dataset
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Comparison and Contrast: CLIP vs VGS
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Why do we use CLIP?

CLIP VGS
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Semantically Similar Samples
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MethodI

How to collect Semantically Similar Samples
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“Apply knowledge transfer from CLIP to VGS”

samples sorted base on the
feature similarity

Query text

Query text

Query image

Query image



T165 : The food is being cooked in skillet there's also some green vegetables 
T674 : There are people cooking food in a kitchen 
T531 : This picture we also see some delicious food on a plate being prepared for dinner

T231 : Two pots of soup are cooking on a commercial stove
T171 : A man and a chef's hat and white uniform is seen within a bowl of something while a pot 
T971 : Close up photo of a chef working on some sort of a dish is pouring sugar or salt on top of it 

“Apply knowledge transfer from CLIP to VGS”

MethodI

How to collect Semantically Similar Samples
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T1 : The food is being cooked on a stove

T1 : The food is being cooked on a stove

Query imageQuery text

Query imageQuery text



“Apply knowledge transfer from CLIP to VGS”

MethodI

How to collect Semantically Similar Samples
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T231 : Two pots of soup are cooking on a commercial stove

<org, i2t>

T674 : There are people cooking food in a kitchen 

<org, t2t>

<i2i, org>

T1 : The food is being cooked on a stove

<i2i, t2t>

T1 : The food is being cooked on a stove

<org,org>

<i2i, i2t>

T231 : Two pots of soup are cooking on a commercial stove

T674 : There are people cooking food in a kitchen 

<t2i, org>

<t2i, i2t>

<t2i, t2t>

T674 : There are people cooking food in a kitchen 

T231 : Two pots of soup are cooking on a commercial stove

T1 : The food is being cooked on a stove
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My Method : Knowledge transfer from CLIP to VGS
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Baseline

Propsed

method
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Quantitative Results : Ablation study
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Quantitative results on Places Audio Caption dataset out of 1000 samples

These experiments were conducted using a single GTX1080ti GPU.



The food is being 
cooked on a stove

Original pair

Results

Quantitative Results : Ablation study
Why does using i2i images as similar pairs result in lower performance?

I
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Why did the Retrieval Score Increase?

ResultsI

False Negative Aware Contrastive Learning

17
We discover that with a batch size of 128, around 40% of the samples in VGG Sound  

will encounter at least one false negative sample during training. 
Learning Audio-Visual Source Localization via False Negative Aware Contrastive Learning(https://arxiv.org/abs/2303.11302)
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False Negative Aware Contrastive Learning
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Why did the Retrieval Score Increase?

"False negatives lead to push, but they are pulled back due to positive similarities."

my method
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Quantitative Results : K - Ablation study
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Quantitative results on Places Audio Caption dataset out of 1000 samples



Average of the Top K similarity

ResultsI

Quantitative Results : Basis of the research results
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Quantitative Results: Curve Based on Data Set Size
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Performance Efficiency Comparison: Baseline vs. Use of Positive Pairs



"We are able to mine similar samples through knowledge transfer from
CLIP.

Using this for training, we observe an improvement in retrieval scores.
This allows us to transfer the vast amount of knowledge from CLIP to
the Davenet model.

False negatives can hinder the learning process, but by mining similar
samples and using them for training, we achieve improved
performance."

22

ConclusionI



Thank you
for listening


